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NeuroBridge: Using Large Language Models to Bridge Communication 

Diferences Between Autistic and Non-autistic Individuals 

ANONYMOUS AUTHOR(S) 

Communication challenges between autistic and neurotypical individuals stem from a mutual lack of understanding of each other’s 
distinct, and often contrasting, communication styles. Yet, autistic individuals are often expected to adapt to neurotypical norms, 
making interactions inauthentic and mentally exhausting for them. To help redress this imbalance, we build NeuroBridge, an online 

platform that utilizes large language models (LLMs) to simulate: a) an AI character that is direct and literal, a style common among 

many autistic individuals, and b) cross-neurotype communication scenarios in a feedback-driven conversation between this character 
and a neurotypical user. Through NeuroBridge, neurotypical individuals gain a frsthand look at autistic communication and refect 
on their role in shaping cross-neurotype interactions. In a user study with 12 neurotypical participants, we fnd that NeuroBridge 

improved their understanding of how autistic people may interpret language diferently, with all describing autism as a social diference 

that “needs understanding by others” after completing the simulation. Participants valued the simulation’s personalized, interactive 

format and described AI-generated feedback as "constructive", "logical" and "non-judgmental". To conclude, we discuss implications for 
disability representation in AI, the need and opportunities for making NeuroBridge more personalized, and the limitations of LLMs in 

modeling complex social scenarios. 
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Anonymous Author(s). 2025. NeuroBridge: Using Large Language Models to Bridge Communication Diferences Between Autistic and 

Non-autistic Individuals. 1, 1 (April 2025), 25 pages. https://doi.org/10.1145/nnnnnnn.nnnnnnn 

1 INTRODUCTION 

Autism Spectrum Disorder (ASD) is a complex neurodevelopmental condition marked by diferences in communication, 
cognition, sensory processing, and social behavior compared to neurotypical development [1–3]. It is one of the most 
common neurodevelopmental conditions in the U.S., afecting an estimated 1 in 45 adults [4]. Key traits of autistic 
communication include a preference for a direct conversational style [5, 6], literal language [7, 8], and minimal use of 
social cues [9, 10]. These often contrast with neurotypical communication norms, which involve phatic exchanges, 
implied intent, and social nuance [5, 11–13]. Prior work shows that cross-neurotype communication breakdowns due 

to these diferences can have severe consequences for autistic individuals, such as social exclusion in both online and 

physical social spaces [5, 6, 14, 15], professional setbacks [16, 17], and barriers to quality healthcare [18, 19]. 
Prior eforts to bridge this divide include technological, educational, and therapy-based interventions [6, 20–22]. 

However, these have predominantly targeted autistic individuals, often pressuring them to conform to neurotypical 
norms. The double empathy problem underscores that communication challenges between autistic and neurotypical 
individuals arise from reciprocal misunderstandings, necessitating eforts from both sides to work toward mutual 
understanding and acceptance [23]. Yet, interventions at the neurotypical end are nearly nonexistent, limited to passive, 
informational resources that ofer no opportunities to practice learned concepts or incentives to get involved [24, 25]. 
This imbalance places the burden of adapting communication styles almost entirely on autistic individuals. 
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2 Anon. 

Fig. 1. NeuroBridge architecture and interaction flow. Users begin by entering a topic and then engage in a loop of sending messages, 
receiving responses, and geting feedback. 

As large language model (LLM) powered chatbots like ChatGPT [26] and Character.AI [27] gain widespread traction, 
with tens of millions of users engaging with them daily, LLMs present a powerful, new avenue for designing immersive, 
scalable, and personalized human-AI interactions. Their ability to generate fuent, human-like text, interpret subtle 

linguistic cues, and adapt to diverse conversational styles makes them well-suited for simulating real-world communica-
tion scenarios, including those involving diferent neurotypes [28–30]. We believe this capability, if utilized responsibly, 
can be used to engage neurotypical individuals in interactive, personalized learning experiences that cultivate empathy 

and appreciation for autistic communication styles. While existing applications of LLMs in this space focus on providing 

communication support to autistic individuals [6, 31], we advocate for shared responsibility and shift the focus of 
intervention to the neurotypical end. 

In this paper, we present NeuroBridge, an interactive platform designed to help neurotypical individuals better 
understand autistic forms of expression, and refect on how their own behavior shapes cross-neurotype interactions. 
At its core, NeuroBridge utilizes LLMs to simulate: a) an AI character confgured to be direct and literal, a style 

common among many autistic individuals, and b) four cross-neurotype communication scenarios in a feedback-driven 

conversation between the character and a neurotypical user. Informed by prior work and vetted by an advisory board 

of autistic individuals, these scenarios (outlined in Table 1) refect common communication challenges faced by autistic 
individuals [5–8]. The character may request clarifcation from users when needed, and for each scenario, users are 

given tailored feedback to work through their diferences with the character empathically. Through NeuroBridge, 
neurotypical individuals gain a frsthand look at autistic communication, and refect on how they can communicate 

more efectively with autistic individuals. 
Through an in-lab user study with 12 neurotypical participants recruited from a university setting, aged 18 to 34, we 

gather survey and in-depth qualitative data on the perceived usefulness of NeuroBridge, how it shaped participants’ 
perceptions of autism, their attitudes toward AI feedback, and LLMs’ ability to model various complex communication 

scenarios. We fnd that NeuroBridge improved participants’ understanding of how autistic people may interpret language 

diferently, with all describing autism as a social diference that “needs understanding by others” after completing 

the simulation. Participants valued the simulation’s personalized, interactive format and described the AI-generated 

feedback as “constructive,” “logical,” and “non-judgmental.” On certain occasions, however, participants found the 

feedback instructional, which led to feelings of defensiveness. Most perceived the portrayal of autism in the simulation 
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106 Scenario / Challenge Description Example Interpretations 
107 

108 

109 

111 

Indirect Speech Act A statement with an im-
plicit request or intent. 

Can you open the window? A literal question about the 
possibility of opening the 
window, or a polite request 
to open it. 

112 

113 

114 

Figurative Expression A phrase whose meaning 
goes beyond the literal in-
terpretation of words. 

She has a chip on her shoul-
der. 

A literal reference to some-
thing on one’s shoulder, or 
as an idiom, one holds a 
grudge. 

116 

117 

118 

119 

Emoji with Variable Inter-
pretations 

An emoji with fuid mean-
ing, dependent on context, 
tone, and personal experi-
ence. 

That presentation was on 
man... 

The presentation was im-
pressive, or as sarcasm, it 
was poor. 

121 

122 

123 

124 

Being Misperceived Blunt A direct statement by an 
autistic person that unin-
tentionally comes of as 
rude or blunt. 

I don’t like your idea at all. An expression of opinion, 
or harshly expressed criti-
cism. 

Table 1. List of communication challenges simulated in NeuroBridge, along with a description, example statement, and the diferent 
126 

interpretations of the example that could cause misunderstanding in each scenario. 
127 

128 

129 

131 

132 

133 as accurate, suggesting that users may readily accept AI-generated (mis)representations of disabilities. Despite strong 
134 overall performance, our fndings suggest that LLMs may be more adept at simulating certain social scenarios than 

136 
others. To conclude our work, we present a discussion around the implications for representing disabilities through 

137 AI, the need and opportunities for making NeuroBridge more personalized, and the limitations of LLMs in modeling 

138 complex social scenarios. 
139 To summarize, we make the following key contributions: a) Make a case for integrating the theoretical framework 

141 
of the double empathy problem into practice using LLMs to bridge cross-neurotype communication diferences in a 

142 neurodiversity-afrming manner; b) Design and implement NeuroBridge, a platform that helps neurotypical individuals 
143 understand autistic forms of expression, and refect on their role in shaping cross-neurotype interactions through 
144 feedback-driven, LLM-powered simulations; c) Evaluate NeuroBridge in a user study with 12 neurotypical participants, 

146 
gathering in-depth feedback on the simulation’s usefulness, its impact on participants’ perceptions of autism, their 

147 attitudes toward AI feedback, and the impact of customization on user engagement; d) Present a discussion on the 

148 implications of disability representation in AI, the need and opportunities for making NeuroBridge more customizable, 
149 and the limitations of LLMs in modeling complex social scenarios. 

151 

152 2 RELATED WORK 
153 

154 In this section, we review common characteristics of autistic communication, diferent types of interventions in autism, 
and the role of technology, particularly LLMs, in advancing them. 

156 
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2.1 Characteristics of Autistic Communication 

Numerous studies in disabilities and linguistics research show that key traits of autistic communication include a 

preference for a direct conversational style [5, 6], literal language [7, 8], and minimal use of social cues [9, 10]. These 

autistic norms are known to be rooted in Gricean maxims, which are unwritten rules that guide conversational 
cooperation by encouraging speakers to be truthful, clear, relevant, and concise [32]. For example, when asked, “Can 

you open the window?”, an autistic individual might respond with a literal “Yes,” interpreting it as a question about 
ability rather than a request. Similarly, it has been observed that autistic individuals may take fgurative expressions 
such as sarcasm, metaphors, or sexual innuendos at face value [33]. Such literal interpretations can make it hard to 

infer others’ intentions or navigate the implicit nature of everyday conversation [32]. In addition, there is a common 

misconception that autistic people lack empathy, because their preference for directness may not align with socially 

accepted norms, and as a result, perceived as bluntness [34]. While these styles are common among many autistic 
individuals, it is important to note that autism is a spectrum, and they do not apply to all autistic individuals [2]. 

Communication breakdowns caused by these diferences can lead to adverse consequences for autistic individuals, 
such as social exclusion in online and physical social spaces [5, 6, 14, 15], professional setbacks [16, 17], and barriers to 

quality healthcare [18, 19]. For example, autistic users have reported struggling to navigate innuendos in conversations 
with potential dates on dating applications, and facing harsh reactions on online public forums for being perceived 

as rude, as opposed to direct and factual, by others [5, 6]. Similarly, doctors may fnd it difcult to fully understand 

an autistic patient’s symptoms if they don’t express themselves in a way that aligns with their expectations [18]; in 

workplace environments, where traits such as diplomacy and politeness are valued, being overly direct can impact 
relationships with colleagues and slow career advancement [35, 36]. Therefore, bridging these diferences is crucial to 

improving the day-to-day lives of autistic individuals. 

2.2 Interventions in Autism 

A number of educational, therapeutic, and technological interventions have been developed to support social skills 
development in autistic individuals. For example, peer-mediated interventions involve typically developing peers to 

support social interaction and communication development in classroom settings [37, 38]. Applied Behavior Analysis 
(ABA), though controversial in some communities, is commonly used to teach social skills through reinforcement [39, 40]. 
Additionally, research in Human-Computer Interaction (HCI) has advanced support through multiple technology-driven 

interventions [41–48]. For example, Park et al. combined augmented reality (AR) with drama therapy to facilitate 

accessible and adaptable language therapy for autistic children [46], while Ringland et al. built a whole-body interface 

to augment dance therapy for autistic children with sensory sensitivities [48]. Prior studies highlight the benefts 
of incorporating technology into interventions, such as greater user engagement [49], access to support [44], and 

customization for catering individual needs [50]. Broadly, these approaches align with the interventionist and medical 
models of disability, which view disability as an impairment to be managed or treated through targeted support [51, 52]. 

On the other hand, the social model of disability emphasizes that disabilities arise not from individual defcits, but 
from the mismatch between individuals and their social environments [53, 54]. The ‘double empathy problem’, a concept 
grounded in neurodiversity theory, posits that communication breakdowns between autistic and non-autistic individuals 
are bidirectional, stemming from diferences in conversational norms and emotional expression [55]. These breakdowns 
are thus the result of mutual misunderstandings, not a lack of empathy on the part of autistic individuals alone. As such, 
interventions should support bidirectional accommodations, rather than focusing solely on training autistic individuals 
Manuscript submitted to ACM 
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209 to conform to neurotypical norms [56, 57]. Yet, interventions at the neurotypical end remain scarce, often limited to 

211 passive, informational resources that provide little opportunity for practicing learned concepts or incentive to get 
212 involved [24, 25, 58]. However, notable eforts in this space include Autismity [59], a VR-based simulation, and The 
213 Autism Reality Experience [60], a mobile sensory van. These initiatives frame disability simulation through the social 
214 model by using simulation as a tool to educate and instill empathy in non-disabled individuals – an approach shown to 

216 be efective in prior work [61, 62]. However, they are costly, difcult to scale, and primarily focus on the physical and 

217 sensory experiences of autistic people. Our work builds on this line of work. 
218 

219 
2.3 LLMs, Communication, and Accessibility 

221 Recent advances in generative AI have led to the emergence of large language models (LLMs) such as GPT-4 [26] and 
222 BERT [63]. LLMs are capable of generating fuent, human-like text, interpreting subtle linguistic cues, and adapting to a 
223 

224 variety of conversational styles [28, 29]. These capabilities have opened up new possibilities for designing communication 

support tools to people with diverse needs, including those who are dyslexic, hard-of-hearing, and use augmentative 
226 and alternative communication devices [6, 31, 64–68]. Specifcally in the context of autism, Jang et al. examined the 
227 use of LLMs for communication assistance at the workplace, fnding that autistic individuals prefer LLMs over human 
228 

229 colleagues due to greater convenience/availability, neutrality, and privacy [31]. Haroon et al. integrated LLMs into an 

instant messaging application to provide autistic users with in-situ communication assistance, and found that LLMs 
231 ofer a convenient way for them to seek clarifcations, provide a better alternative to tone indicators, and facilitate 
232 constructive refection on writing technique and style [6]. Similarly, Barros et al. conducted participatory workshops 
233 

234 with autistic social media users to identify their design needs and develop new features to address them; LLMs show 

promise to power many of the envisioned features [5]. 
236 However, most of these approaches reinforce a defcit-oriented model of disability by promoting adaptation to 
237 dominant social norms. In contrast, our work aims to use LLMs to help neurotypical individuals understand autistic 
238 

239 forms of expression, and how their own behaviors shape cross-neurotype communication. Our approach directly aligns 
with Boyd’s concept of celebratory technologies, which highlights the value of neurodivergent ways of being and 

241 advocates for interventions that promote dignity, agency, and social inclusion, rather than focusing on remediation 
242 [69]. Beyond LLM applications, researchers have also worked on identifying and mitigating risks, biases, and ethical 
243 

244 concerns related to LLMs and disability [70–73]. 

246 3 OVERVIEW OF NEUROBRIDGE 
247 

248 In this section, we outline the key components, design and implementation of NeuroBridge. 
249 

251 
3.1 Components of NeuroBridge 

252 The front end of NeuroBridge resembles a standard chatting application, as shown in Figure 2. All backend components 
253 of NeuroBridge are powered by an LLM. For each component, we provide the LLM with a unique ‘prompt’ – a carefully 
254 

crafted instruction given as input to guide the model’s output. A detailed description of our prompting strategy is 
256 provided in Section 3.2.3. Figure 1 captures how these components interact with one another. 
257 

258 Scenario Generator. The Scenario Generator creates a conversation scenario tailored for each user based on information 
259 they provide about themselves. Figures 3a and 3b show the interface for collecting this information, and an example 
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Fig. 2. The main interface of NeuroBridge is designed to replicate regular messaging apps, making it feel familiar to users. The 
message in the blue bubble was sent by the user, while the message in the gray bubble was sent by Julia, the AI character. 

scenario, respectively. The goal is to center the conversation with the character around a topic that is both interesting 

and relatable for the participant. 

Message Options Generator. The Message Options Generator takes in a user message, and creates three diferent 
versions of it, which we call ‘message options‘. This is shown in Figures 4a and 4b. The message options are similar in 

meaning to the user’s initial message but vary in tone, clarity, or phrasing based on the given scenario (the scenarios 
are listed in Table 1). For instance, in the scenario involving indirect speech acts, one option may ask a question directly 

(“What methods...”), while others phrase the same question ambiguously (“Is there a way...”), as exemplifed in Figure 

4b. The user can then select and send one of the three message options. Similarly, for scenarios involving fgurative 

expressions and emojis with variable interpretations, one message option uses literal language or a straightforward 

emoji, while others express the idea fguratively. In the scenario involving misperceived bluntness, two options suggest 
the user found the character’s message blunt, while the third is a neutral response that shows understanding and 

acceptance of the character’s direct style. Interaction fows for these three scenarios are provided in Appendix A. In this 
way, the message options allow us to trigger diferent scenarios, while having the user craft the initial message allows 
for personalizing the simulation experience. 

Response Generator. The Response Generator generates all messages sent by the character. If the user message is 
unclear, the character’s response is a request for clarifcation. This is shown in Figure 5. If the message is clear, the 

conversation is continued as usual. This is shown in Figure 6. In scenarios involving misperceived bluntness, if the user 
indicates the character’s response seems blunt, the character follows up in the next message to explain that it wasn’t 
meant that way. 

Feedback Generator. The Feedback Generator generates scenario-specifc feedback for the user. After getting the 

character’s response, users receive feedback through a dedicated panel in the chat interface. The feedback varies 
depending on the message option sent. If the message option sent is unclear/suggests the character’s response was rude, 
Manuscript submitted to ACM 
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(a) User registration screen. (b) Scenario description screen.

Fig. 3. The user registration screen (a) first gathers information from the user. Based on the selected topic, NeuroBridge generates an 
AI character and a social scenario for the upcoming conversation. 

the user receives constructive feedback. This is shown in the grey panel in the center of Figure 5. Constructive feedback 

is structured such that it frst highlights the diference in interpretation/intent between the user and the character, 
identifes the most appropriate message option, and then explains why it is most appropriate. The user is also provided 

with a message that they can send to continue the conversation empathically, as shown at the bottom of Figure 5. If the 

user sends the most appropriate message option, positive feedback is provided to the user, as shown in the gray panel 
at the bottom of Figure 6. Positive feedback serves as encouragement, and explains why the other message options 
might lead to a misunderstanding. 

3.2 Development Process 

3.2.1 Advisory Board. An advisory board of three autistic volunteers provided feedback on the design of NeuroBridge. 
The board members reviewed the prototype in three one-hour meetings held at the elementary, intermediate, and fnal 
stages of development. Each member evaluated NeuroBridge as a mock user and reviewed the AI-generated simulation, 
responses, and feedback, going through each simulated scenario at least twice. Feedback from open-ended discussions 
was incorporated during the development phase, and the simulated scenarios and responses were vetted by the board 

to ensure they refect autistic experiences and perspectives. 

3.2.2 Iterative Development. Several improvements were made based on feedback from the advisory board. For instance, 
they recommended that when a user sends an unclear message, the AI character should ask a clarifying question 

like, ‘Do you mean X or Y?’ to refect how they usually process uncertainty. They also emphasized the importance 

of sharing these interpretations in more detail with neurotypical users in the feedback so that they can understand 

exactly how an autistic person might interpret language diferently. They verifed that two out of three message options 
in the simulated scenarios could, in fact, lead to a misunderstanding, while the remaining one was most appropriate. 
Additionally, the board reviewed the AI character’s blunt responses and agreed that the tone refected their past 
communication experiences, which sometimes led to negative reactions from others. Consistent with prior studies 
[6, 55], they emphasized the importance of encouraging neurotypical individuals to understand diferent communication 

styles and perceived NeuroBridge’s approach as efective. 
Manuscript submitted to ACM 
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(a) Message crafed by user. 

(b) Rephrased message options based on message crafed by user. 

Fig. 4. The user is first prompted to input a message to send to the AI character (a). Then, three unique variations are generated and 
displayed to the user, prompting them to select the best-phrased message (b). 

Moreover, we also conducted fve pilot studies with neurotypical users for preliminary testing and feedback. In the 

initial version of NeuroBridge, users had no control over the conversation topic or message composition; they were 

given a set topic and pre-determined message options to choose from. Based on feedback from pilot users, we added 

the ability for users to select a topic of interest and compose their own messages, which are then used to generate 

personalized scenarios, message options and feedback. Initially, we had also included fller turns, so that only every 

other message triggered a scenario, creating a more natural conversation fow. This nearly doubled the interaction time, 
so we eventually removed them. 

3.2.3 Prompting Strategy. LLMs take in input in the form of natural language, provided through ‘prompts’. A prompt is 
a carefully crafted instruction that guides the model’s output. Following prior work, we iteratively refned the prompts 
for each task, such as generating message options, character responses and feedback [6, 64]. Through repeated testing, 
we optimize them for consistency and reliability. Note that we do not instruct the LLM to act autistic or generate 

feedback from the perspective of an autistic person. Instead, we provide carefully crafted examples of message options, 
interpretations, and feedback for each scenario as ‘sample outputs’ in the prompts. These examples guide the LLM 

to respond in the way we intend. Providing examples to improve output quality is an efective prompting technique 

and commonly known as few-shot learning [74]. We avoided referencing autism in any of the prompts to prevent 
perpetuating existing biases about autism in LLMs [70]. All prompts have been made available as Supplementary 

Material. 
Manuscript submitted to ACM 
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Fig. 5. The message option sent by the user is shown in the blue message bubble. Afer, the gray message bubble shows that the AI 
character asks the user to clarify what they meant since an incorrect message option was sent. Then, the user receives a two-part 446 
constructive feedback (shown in the center gray panel) explaining why their choice was incorrect and why the other option was more 

447 
appropriate. The user is then prompted to send the provided follow-up message to clarify and continue the conversation. 

448 

449 

451 

452 

453 3.2.4 Implementation. The frontend of NeuroBridge was developed using React and shadcn/ui, while the backend was 
454 built with FastAPI, incorporating both REST and WebSockets to facilitate real-time chat functionality. GPT-4o (GPT-4o-

2024-0513 Regional) was used for LLM generation in all tasks, except for generating user message options involving 
456 emojis with variable interpretations. We used Claude 3.5 Sonnet (us.anthropic.claude-3-5-sonnet-20240620-v1:0) for it, 
457 

458 as it outperformed GPT-4o on this task. Both models were accessed through a deployment on Microsoft Azure. The 

459 front-end was deployed on Cloudfare Pages, and the back-end was containerized using Docker and deployed on Google 

Cloud Run, with data storage managed through MongoDB Atlas. 
461 

462 

463 4 METHODOLOGY 
464 

In this section, we outline the recruitment process, provide an overview of the user study, and describe the methods 
466 used for data collection and analysis. All study procedures were approved by our university’s Institutional Review 
467 Board (IRB). 
468 
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Fig. 6. The message option selected by the user is shown in the blue message bubble. Afer, the AI character responds as usual because 
the user selected the correct option. Afer, NeuroBridge provides positive feedback (shown in the botom gray panel) that reinforces 
their choice and explains why the incorrect options may have caused confusion. 

4.1 Recruitment 

Twelve neurotypical participants were recruited from a university in the USA through fyers posted around campus. 
Interested individuals completed a screening survey to determine eligibility. The inclusion criteria were: a) aged 18 or 
older, b) fuency in English (reading and writing), and c) ability to perform basic computer tasks. Participants were also 

asked about their familiarity with autistic communication styles in the screening survey, and an equal number were 

selected from each familiarity group. All participants identifed as non-autistic. Participant information is shown in 

Table 2. 

4.2 User Study Overview 

User study sessions were conducted in person, on-campus in a lab setting, where participants were provided with 

a secure personal computer and monitor. Each session lasted about ninety minutes. Participants started by reading 

and signing a consent form describing the purpose and procedures of the study. Then, they proceeded to enter their 
name, pronouns, and a topic of interest, which was used to generate a social setting for the conversation with the 

AI character. After receiving instructions on how to use the interface, participants sent the frst two messages to 

familiarize themselves with the system. No scenarios or feedback were triggered during this phase, as the frst two 

were confgured as test messages. This introductory phase allowed them to ask questions and get comfortable with the 

interface. Participants were encouraged to think aloud about their reasoning for selecting a message option, as well as 
their thoughts on the AI character’s responses and on the feedback they would receive in the remainder of the study. 
Participants interacted with the character until they had completed two rounds of each of the four scenarios. 

4.3 Data Collection and Analysis 

Participants’ screen activity and audio were recorded during the user study. Upon completing the user study, participants 
took part in a semi-structured interview followed by a survey in the same session. The interviews were also audio-
recorded. The 11-item Likert scale survey had statements rated on a 7-point scale from ‘Completely Disagree (1)’ to 
Manuscript submitted to ACM 
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P# Age Gender Knowledge of Autistic Communication 

P1 18–24 Female I have no prior knowledge 
P2 18–24 Female I have heard of it but don’t know much 
P3 18–24 Female I have heard of it but don’t know much 
P4 18–24 Female I have a very basic understanding. 
P5 18–24 Male I have heard of it but don’t know much 
P6 18–24 Female I have in-depth knowledge and/or experience 
P7 25–34 Male I have in-depth knowledge and/or experience 
P8 18–24 Female I have a very basic understanding. 
P9 18–24 Female I have in-depth knowledge and/or experience 
P10 18–24 Male I have no prior knowledge 
P11 18–24 Non-binary/third gender I have no prior knowledge 
P12 18–24 Male I have a very basic understanding. 

Table 2. Participant demographics and familiarity with autistic communication styles. 

‘Completely Agree (7)’. The survey and interview delved into the usefulness of the simulation, its impact on participants’ 
perceptions of autism, their attitudes toward AI feedback, and the efect of personalization on user engagement. The 

survey results provide an overview of self-reported user perceptions, while qualitative insights ofer richer insights 
about their experience using NeuroBridge. 

Given the small sample size (N=12), we report descriptive statistics (mean and standard deviation) for the survey 

results, along with verbatim survey statements and the cumulative percentage of responses indicating agreement 
(options ranging from 1 to 3, both inclusive) or disagreement (options ranging from 5 to 7, both inclusive) on the Likert 
scale in Figure 7. This approach is adapted from Goodman et al. and Adnin et al. [64, 72]. For qualitative analysis, we 

used Braun and Clarke’s thematic coding approach [75] with a deductive framework. Prior to the study, we developed 

the following set of deductive codes to categorize: perceptions of the simulation’s usefulness; trust in the AI-generated 

simulation; reactions to AI-generated feedback; understanding and perceptions of autistic communication styles; and 

suggestions for improvement. A member of the research team frst transcribed the audio data and then contextualized 

them with observations from the screen recordings. After importing the transcripts into NVivo [76], they extracted 

relevant quotes by reading the transcripts line by line, grouped them into themes, discussed the themes with other 
team members, and reviewed and refned them. Another member of the research team, who was not part of the initial 
study team, independently validated the themes and the data associated with each theme. A similar approach was used 

by Ahsen et al. and Haroon et al. [6, 50]. 

5 FINDINGS 

In this section, we discuss and synthesize our fndings, supported by participant quotations and relevant survey results. 

5.1 Usefulness of the Simulation Experience 

5.1.1 Helps Develop Communication Awareness. Several participants (P1, P3, P5, P6, P7, P8, P9, P11, P12) reported that 
taking part in the simulation helped them understand how an autistic person might interpret language diferently. Many 

were surprised to see that these interpretations were plausible, and even obvious in hindsight, but had never occurred 

to them. They highlighted that the AI character’s interpretation, included in the feedback, helped them understand 

exactly what part of their message could be received diferently by an autistic person. For instance, P11 shared, "If the 
Manuscript submitted to ACM 
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Fig. 7. Survey results with verbatim statements and statistics. The percentage on the lef represents the number of participants 
who selected values between 1 and 3 (both inclusive), while the percentage on the right represents the number of participants who 
selected values between 5 and 7 (both inclusive). Responses of 4 (middle) are excluded from both percentages. 
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feedback just said ‘the fgurative part in your message could cause confusion’, I might’ve thought, ‘Okay, but why?’ The 

example [interpretation] provided helps me understand what exactly Wendy [the AI character] is thinking when she is 

reading this." Similarly, P3 refected, "Explaining how the rocket emoji could be interpreted diferently with an example 

[of an autistic interpretation] gave me a chance to see Jason’s [the AI Character] perspective." Echoing these sentiments, 
P5 felt the feedback was useful for navigating future interactions. This was refected in participants’ behavior as well. 
Upon encountering a similar scenario later in the simulation, most were able to identify the most appropriate response 

and referred to feedback from a previous turn to back their rationale. Overall, participants strongly agreed (avg. = 5.83) 

that the simulation helped them recognize cross-neurotype communication diferences, as shown in row 1 of Figure 7. 

5.1.2 Closest to a Real Interaction with an Autistic Person. Multiple participants (P5, P7, P9, P11) described the simulation 

as the closest they had come to interacting with an autistic person. They believed this was useful, as people often hold 

common misconceptions about autism that are unlikely to change without interacting with an autistic person in real-life. 
Since the simulation closely resembled such an experience, and because having open, exploratory conversations with 

an autistic person isn’t always possible, participants believed it served as an efective alternative. P7, who had in-depth 

knowledge of autistic communication through lived experience with their autistic sister, expressed "An interaction 

like this is probably the closest you can really get to emulating the experience of interacting with someone with autism." 

They described the platform as a safe, low-stress environment for learning, and contrasted it with real-life interactions, 
"When interacting with someone with autism... things can kind of spiral out of control very quickly." In contrast, "[With the 

simulation] you’re sort of on some guardrails..." Refecting on their own experience, they added, "When I was growing 

up, this would have helped me a lot in understanding my autistic sister." P5 echoed these sentiments, noting that the AI 
character’s responses allowed them to see how their message might have caused confusion for an autistic person if this 
was a real interaction, "You get to actually see what could happen if you say something that can cause confusion... it is very 

realistic, and prepares you to have a conversation [with an autistic person]." Overall, participants agreed (avg. = 5.50) that 
the character’s responses felt natural and realistic, as shown in row 11 of Figure 7. 

5.1.3 Enables Active Learning. Several participants (P1, P2, P3, P4, P5, P6, P10, P12) appreciated the interactive nature 

of the platform, highlighting that it allowed them to apply what they were learning hands on. Having grown up with 

an autistic father, P6 had in-depth experience/knowledge of autistic communication styles. Yet, they expressed simply 

knowing wasn’t the same as applying that knowledge. The feedback they received on one of their responses revealed 

perspectives they hadn’t considered, "I’m pretty knowledgeable on how autistic people communicate, but I didn’t even 

think about how the chicken emoji could be interpreted like that [as described in the feedback]. After looking at the feedback, 

I was like, oh... yeah, you’re right." Similarly, P3 pointed out that conversing with the AI character exposed gaps in their 
knowledge, "It’s not until you actually try to have a conversation that you can really see what they might not understand in 

what you say." In addition, P1 noted that the process of crafting the response helped reinforce what they were learning, 
"I had to actually think about what the response [by the character] was, and how to best word my response to continue the 

conversation." P3, P5, P6 and P10 echoed these sentiments. For P6, this was especially useful in moments of friction, 
"They [the character] said something in not the nicest tone... and I had to think through the response." As shown in row 2 of 
Figure 7, participants generally agreed (avg. = 5.58) that the simulation would infuence their future communication 

with autistic individuals. 

5.1.4 Personalized Feedback. Several participants (P3, P5, P6, P9, P10, P11, P12) emphasized what made the simulation  

especially useful was the personalized nature of the feedback. Rather than presenting abstract or generic examples, the 
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system provided feedback on messages that they had sent and were based on their original input. P11 explained, “What 

really helps is having the confusing parts of your own speech specifcally pointed out.” In addition, participants found 

value in seeing how the message they had come up with could be easily rephrased to cause or prevent a communication 

breakdown. In one instance, after reading the message options, P11 exclaimed, "A lot of the time when I was writing 

up my response, I didn’t even consider other ways to say the same thing. It is interesting to see what those options were 

and think about which of those made the most sense." P12 echoed this sentiment, highlighting moments when the tool 
improved upon what they had tried to say, "I was okay with the way I worded myself, but it wasn’t perfect and then 

it would give me a better option that accomplished what I wanted to say in a very autistic-friendly way." In this way, 
personalized feedback encouraged participants to refect on their own communication style and assumptions. 

5.1.5 Engaging and Immersive. Several participants (P1, P4, P7, P8, P9, P10, P11, P12) described the simulation as more 

engaging than other, common ways of gaining awareness, such as awareness blogs or videos. P9, who was already 

interested in chatbots, appreciated how the experience “replicates that feeling of talking to a real person”, adding that it 
was “more engaging to have what feels like an actual conversation” rather than passively consuming information. P11 

echoed this sentiment, noting that reading felt “a lot more educational”, whereas with the simulation, “you learn on the 

way.” P4 described traditional formats as “passive”, and P8 shared, “You read it, and then put it down and put it away, 

whereas this is a more memorable experience.” Overall, as shown in row 3 of Figure 7, participants strongly preferred 

(avg. = 5.92) NeuroBridge over awareness blogs and videos. P12 further noted that reading or watching content can 

sometimes create a false sense of confdence, “It actually kind of harms you because you think, ‘Oh, I know what to 

avoid. I know what I need to do,’ and you don’t realize that just knowing about it doesn’t mean you actually know how to 

apply it.” They highlighted that in contrast, the simulation allows you to practice and test your understanding, making 

it easier to see what you truly grasp and where you might need to improve. For P1 and P7, the process of crafting 

their own responses kept them immersed throughout the simulation. As shown in rows 4 (negatively-worded, avg. = 

1.50), 5 (avg. = 6.92), and 7 (avg. = 6.58) of Figure 7, users strongly valued the simulation’s personalized and interactive 

format. In addition, participants generally did not feel the simulation was too time-consuming, as shown in row 6 

(negatively-worded, avg. = 2.33) of Figure 7. 

5.2 Feelings of Trust and Skepticism in AI 

5.2.1 Trust in AI. Several participants (P5, P6, P7, P9, P10) initially approached the simulation with skepticism because 

they were told it was powered by AI, but came to view it as trustworthy as they found their interaction with the 

AI character realistic, and the explanations provided by the system relatable and logically coherent. For instance, P5 

described the AI character as "almost creepily realistic", and that it "easily could have been a real person." They found the 

reasoning provided in the feedback convincing, particularly because it systematically explained how their message 

could be interpreted in diferent ways. The feedback was structured to frst recognize the sender’s likely intent, then 

illustrate how and why the message might be received diferently by the AI character, and fnally suggest a better 
alternative along with a justifcation. This helped participants connect the dots between what they meant to say and 

how it could be misread. P5 refected "It is the way it is explaining the phrases and the things I said... following a logical 

train of thought in its response." P6 shared a similar view, stating that they found the feedback provided to them during 

the simulation trustworthy because it also aligned with their own reasoning. 
Participants (P7, P8, P9, P11) also highlighted that their trust in the system was shaped by their personal background, 

such as their prior exposure to autistic individuals and technology. For example, P11, who had limited experience 
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729 interacting with autistic people, shared that they trusted and were open to receiving constructive feedback from the 

731 system because they did not consider themselves knowledgeable on the topic. P8 noted that while they personally 

732 trusted the chatbot, their grandmother would likely be much more skeptical of it. In their view, prior experience with 
733 technology played a key role in whether someone would take the simulation seriously, “My 75-year-old grandma would 
734 probably be very skeptical of it... whereas if she was talking to a professor, or someone with autism, she would believe them 

736 without hesitation.” Similarly, P7, an engineering student with an autistic sibling, admitted to having an "intrinsic" bias 
737 against AI. They viewed it as a tool often misapplied to scientifc problems beyond its limits, but found value in the 
738 simulation, “You kind of need to suspend disbelief. I know I’m talking to a machine, but it emulates it closely enough that I 
739 can get something out of it.” Their personal connection to autism allowed them to look past their skepticism of AI. 

741 

742 5.2.2 Reactions to AI Feedback. At most occasions, participants described feeling curious, open, and motivated when 

743 they received AI-generated feedback. For instance, P12 refected, “It makes me curious, like, how can I, going back into 
744 real life, interacting with actual autistic people, tailor my language to make sure I’m communicating with them efectively?” 

In particular, participants appreciated that communication diferences were framed constructively in the feedback, 
746 

747 without labeling their response as “wrong”. P3 echoed this sentiment and noted that even when they did not perform 

748 well, the system recognized that they were trying, “Even when I say something wrong, it isn’t like, ‘You’re wrong.’ Even the 
749 titles are ‘Thoughtful Communication’ and ‘A Small Tweak to Make Your Message Clear’. They’re very much acknowledging 

that you are trying.” The use of emojis and a supportive tone contributed to making the feedback feel friendly and 
751 

752 supportive, helping participants stay open and receptive. As P2 expressed, “I like the little star emoji [in the feedback]. It 

753 adds a nice little bit of fair and makes it feel like a little more celebratory." This sentiment was echoed by P5 and P9. 
754 In addition, participants found it useful to receive feedback not only when they failed to identify the most appropriate 

message option, but also when they succeeded. P12 elaborated, "I defnitely think you should continue to provide feedback 
756 

when things are going well. I get so frustrated when I only get feedback for doing something wrong. I want to know what757 

758 I did well so I can keep doing it in the future. I want to know exactly what part of my behavior was good, not just ‘your 
759 behavior is good, keep doing it’, because otherwise, I’m not really sure what to continue." Participants noted that positive 

feedback was not only encouraging, but also helpful for learning. This was particularly important for users unfamiliar 
761 

762 with autism. While they might have selected the correct answer, they could have done so without fully understanding 

763 why. The feedback helped validate their reasoning and fll in any gaps in understanding. P4 refected, “If I don’t know 
764 much about autistic communication, I might pick the right option for the wrong reason. So it’s helpful to hear, ‘Yes, this is 

right and here’s why.’” 
766 

767 However, on a few occasions, participants expressed feeling defensive, describing the feedback as instructive and 

768 diminishing their sense of agency. For example, P10 remarked, “The phrasing of the feedback should come of a bit more 
769 neutral. Some lines come of as almost an attack on how you talk, especially when some people... may go into this with 

no prior experience interacting with someone with autism.” P7, who had lived experience supporting an autistic family 
771 

772 member, expressed that frustration and defensiveness are natural in cross-neurotype communication. They emphasized 

773 the need for the feedback to not only ofer constructive suggestions, but also to validate these emotions, “For me, a big 
774 part of it is validating those feelings... You should insert something like, ‘It is okay to feel frustrated sometimes, you are 

human too’... and then go into, ‘Here’s how you can be better and kind of meet them halfway.’” Similarly, P12 described one 
776 

777 instance where they felt sidelined in the interaction, “It [the feedback] really frustrates me because I feel like it puts too 

778 much focus on Autumn [the AI character] and takes agency away from me... It feels like you’re just playing to Autumn’s 
779 whims.” Notably, all of these reactions were observed during the scenario around misperceived bluntness. 
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5.2.3 Cannot Substitute Real Interactions. Participants (P7, P8, P11) emphasized that while the AI-driven simulation 

was useful, it was still important to hear directly from autistic individuals, rather than relying solely on an AI to 

represent them. P8, who had limited personal experience with autistic people, felt that the chatbot helped illustrate key 

communication pitfalls and did a good job of showing how seemingly clear messages could be received diferently, but 
ultimately concluded, “as a whole, having an experience with a person is a better way for getting to know them.” P7 echoed 

this sentiment, framing the tool as part of a larger learning journey, “If you wanted to create a package of how to interact 

with autistic people one-on-one, this would be an element of that, but it wouldn’t be the whole thing.” They appreciated the 

simulation’s ability to model scenarios and spark refection, but felt it could only approximate the complex dynamics 
involved in a real conversation. 

5.3 Concerns and Improvements 

5.3.1 Perceptions of Autism. We were particularly interested in how the simulation shaped participants’ perceptions of 
autistic abilities. Survey results show that participants strongly agreed (avg. = 6.42) that "autism can be viewed as a social 
diference that needs understanding by others" after the simulation, as shown in row 9 of Figure 7. However, participants 
expressed agreement (avg. = 5.33) with the statement, "social skills training, including understanding nuanced language, 
can be benefcial for autistic individuals", as shown in row 8 of Figure 7. Qualitative results help contextualize this; 
some of our participants came away with reinforced stereotypes about autism. For example, P10 remarked that the AI 
character’s responses made them feel its text comprehension abilities as “a bit below average”, especially when it took 

common metaphors too literally. Similarly, P9 expressed concern that some users might interpret this behavior as a 

sign of cognitive inferiority, and stressed these literal interpretations need to be framed as a diference (as opposed to 

a defciency) more concretely in the feedback. Similarly, P2 and P6 wondered whether the AI was underestimating 

autistic people’s abilities related to symbolic understanding, as they felt emojis like a thumbs-up or fre icon didn’t 
seem inherently complex, yet were treated as such by the AI character. In contrast, P9 agreed that while these emojis 
could be confusing depending on the context in which they are used, they acknowledged the risk that users unfamiliar 
with autism might misread these incidents as evidence of limited ability. 

During our meetings with the advisory board, we had reviewed several examples that neurotypical participants 
found to be too simple to be misunderstood, such as one involving a basic emoji. Members of the board pointed out 
that things that appear simple on the surface can be confusing depending on the context in which they are used. This 
reveals how neurotypical individuals may struggle to recognize that expressions they consider straightforward can be 

confusing for autistic individuals. Nonetheless, P9 made an interesting observation; although the AI character was 
confgured to be literal, it did end up using metaphors once or twice. P9 felt this challenged the assumption that autistic 
individuals have below-average language skills or cannot understand/use fgurative language, because the character 
was shown using it a few times. In P9’s view, this prevented a stereotypical portrayal of autism from being reinforced, 
while still highlighting that fgurative language may not always be the preferred option. 

5.3.2 Generating Message Options. One of the LLM’s core tasks was to generate alternative versions of the user’s 
message that were semantically identical but phrased diferently, depending on the given scenario. However, several 
participants raised concerns about the quality of the message options, particularly in the scenario related to emojis 
with variable interpretations. Participants (P1, P5, P6, P7, P8, P12) found that the emojis added by the LLM often felt 
random or disconnected from the content of the message. For example, P12 described the use of crystal ball and alien 

emojis as “super, super, weird”, stating they wouldn’t have understood the purpose of adding them without reading 
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833 the explanations in the feedback. Similarly, P1 stated that some of the emojis "felt out of place" and would confuse 
834 

neurotypical individuals as much as autistic people. P7 expressed frustration at being "forced into a series of bad options", 
836 highlighting a mismatch between the emoji’s tone and the content of the messages. Participants acknowledged that 
837 eventually the feedback helped clarify why those emojis were added, but the feedback was revealed to them only after 
838 they had sent the message. P8 wondered whether such abstract associations would be ever be apparent to anyone 
839 

without the feedback. Overall, nearly 40% of participants expressed some degree of confusion (negatively-worded, avg. = 

841 3.42) during the simulation, as shown in row 10 of Figure 7. 
842 

843 5.3.3 Modeling the Blunt Scenario. Another key task for the LLM was to craft a blunt message on behalf of the character 
844 that would serve as a turning point in the conversation. This message was intended to simulate a situation in which the 

character might be perceived as blunt by the participant, triggering a harsh or confrontational response from them. 
846 

847 However, several participants (P1, P2, P8, P11, P12) stated that these trigger messages did not always come of as blunt. 
848 Participants described the tone of these messages as “neutral”, “factual” or “reasonable” depending on the context. P12, 
849 for example, stated, “They do not seem to me to be blunt... it’s a simple statement. They’re not elaborating, but they’re 

also completely answering my question.” P1 similarly downplayed any negative tone, saying, “I wouldn’t have thought
851 

852 that he [the AI character] was being blunt, or, you know. . . rude in any way.” P2 added that such directness felt familiar 
853 and unremarkable, “I’m used to hearing people say things like that... it seems neutral. It seems factual.” As a result, some 
854 participants were confused about why they were presented with confrontational message options. P8, for instance, 

felt that message options like ‘What’s with the attitude?’ did not align with their interpretation of the AI character’s 
856 

857 message. "Those surprised me as being options," they explained, "because I didn’t interpret that [the trigger message] 
858 at all as giving attitude or being dismissive in any way." P11 described a moment where the AI character seemed to 
859 contradict itself by frst saying, "Do you want to hear about my experiences? I think they’re interesting," and then suddenly 

following with, "They’re not interesting. Why do you want to know?" The inconsistency left P11 confused, "It’s like almost 
861 

862 contradicting the text they just sent." In this instance, the LLM struggled to maintain conversational fow and logical 
863 coherence 
864 

6 DISCUSSION 
866 

867 In this section, we refect on our fndings and discuss implications for representing disabilities through AI, opportunities 
868 and need for making NeuroBridge more personalized, and limitations and caveats of using LLMs to model complex 
869 social scenarios for disability awareness. 

871 

872 6.1 Representing Disabilities through AI 
873 A key challenge in creating accurate and complete AI representations of disability lies in capturing the diversity of lived 
874 

experiences [62]. This is especially true for autism, which spans a broad spectrum characterized by nuanced and often 

876 subtle diferences. Although NeuroBridge is designed to represent common challenges faced by autistic individuals with 
877 a direct and literal communication style, not everyone with this style will fnd all four of our target scenarios confusing. 
878 In fact, other scenarios, such as those involving sarcasm or sexual innuendos, could also be incorporated [33]. Our 
879 

participants observed this disconnect, and suggested incorporating multiple AI characters to represent a broader range 

881 of communication styles – echoing prior work that highlights how single-perspective disability representations can 
882 unintentionally reinforce stereotypes [62] and misconceptions [77]. Additionally, participants recommended adding 
883 in-situ ‘citations’ to each scenario, such as links to Reddit threads or frst-hand accounts from autistic individuals. 
884 
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This would not only enhance the credibility, transparency, and grounding of the AI-generated simulation, but also 

expose users to everyday experiences beyond those represented in the simulation. Understanding this context can 

help neurotypical individuals better understand how disabled individuals truly feel and identify with their disability 

[61, 62]. While gaps remain, and it may be difcult to capture every nuance, the ability of LLMs to simulate diverse 

communication styles is a meaningful step forward and helps bridge some of these gaps. 

6.2 The Need for Situational Context 

Our fndings highlight the importance of LLM-powered interactivity, personalization, and realism in sustaining user 
engagement and active learning [78]. Informed by these insights, we propose incorporating ‘situational context’ into the 

simulation by situating communication scenarios within specifc social roles or relationships [79], such as student-TA 

or doctor-patient dyads. Social expectations vary depending on these dynamics; bluntness may be acceptable among 

friends but is generally less so between a TA and a student. Incorporating situational context helps capture these nuances 
more accurately, while also raising the question of how individuals in authority roles, such as TAs or doctors, respond 

to AI feedback. As our fndings suggest, background factors, such as familiarity with autism and/or AI, can afect users’ 
attitudes. Hence, it will be useful to examine whether authority infuences openness to critique and self-refection. 
Moreover, incorporating situational context could enhance the transfer of knowledge and awareness gained in the 

simulation to real-world interactions. For example, simulating a disagreement with a student (role-played by AI) and 

guiding the user, role-playing as a TA, on how to navigate it empathically, could be particularly benefcial for TAs, 
as they may face similar situations in real life [80]. Prior work shows that autistic individuals often use AI tools in 

hierarchical settings, where the risks and consequences of miscommunication are amplifed [31]. Training neurotypical 
users in these scenarios will help them recognize how these situations carry greater stakes and highlight the importance 

of being more mindful. 

6.3 The Fine Line in Trusting AI 

Participants readily placed their trust in the AI-generated simulation and feedback, despite initially approaching it with 

skepticism. This was particularly observed among individuals with limited prior knowledge of autism. Given that LLMs 
have been shown to perpetuate biases against disabled individuals, including those on the autism spectrum [70, 71], 
it is crucial for users to calibrate [81] the amount of trust they place in AI-generated representations of disabilities. 
Some of our participants suggested the simulation should be paired with preparatory materials, such as a primer on 

autism, so that they feel more confdent going into it and can view it from a critical lens. In addition, future iterations 
of NeuroBridge could consider incorporating features to facilitate structured and systematic refection. These could 

include online discussion or chat features for engaging with other users or autistic/expert moderators. While LLM 

biases related to autism detection and demographics have been explored [70], exploring how LLMs simulate autistic 
communication styles with minimal prompting (as opposed to our approach, which involved extensive instruction and 

no explicit mention of autism) warrants further investigation and could uncover additional biases. 

6.4 Challenges of AI-driven Simulations 

The LLM performed well for most tasks, but when failures occurred, they were often due to dependencies across 
tasks, even though task decomposition has been shown to improve LLM performance [82]. For example, if the AI-
generated message options (the frst task) did not refect the nuances of the scenario to be simulated very well, the 

LLM struggled to later provide a convincing explanation (the second task) for why those options might be perceived 
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937 as confusing. This resulted in a trickle-down efect, with issues in the early stages undermining performance in later 
938 

939 stages. For us, this posed a challenge as multiple components of NeuroBridge rely on each other to coherently scafold 

the simulation. Interestingly, since much of the simulation’s content was open to interpretation, users often formed 
941 their own conclusions and were somewhat open to the AI’s diferent or even incorrect interpretations, thinking they 
942 might be valid as well. This observation aligns with prior work suggesting users may overly ascribe intent to AI, a 
943 

944 phenomenon known as ‘algorithmic anthropomorphism’ [83]. In some cases, participants’ perceptions of autism were 

negatively infuenced by their perceptions of the LLM’s capabilities [77]. For example, a few participants speculated 
946 that the AI had malfunctioned when they encountered a scenario they felt was too simple to be misunderstood by 
947 anyone. In this way, how users perceive AI may directly impact how they view the identities it represents. 
948 

949 

6.5 Limitations 
951 

952 
There are a number of limitations of our study. First, recruiting participants from a university setting limits the 

953 generalizability of our fndings, as individuals from diverse age groups, backgrounds, and education levels may be less 
954 open to change, and as a result, react diferently to feedback/critique provided in the simulation. Hence, while our 

analysis shows repeated themes, a broader demographic could reveal additional themes. Moreover, the study relied 
956 

957 
primarily on self-reported data, which may introduce bias as participants may not fully disclose their opinions. Future 

958 research should examine the long-term efects of the simulation by investigating how it afects users’ behavior in 

959 real-world interactions. Finally, we were only able to incorporate a limited set of communication scenarios, and a more 

comprehensive implementation would include a wider range. 
961 

962 

963 7 CONCLUSION 
964 In this paper, we present NeuroBridge, an interactive platform designed to help neurotypical individuals better under-

966 
stand autistic forms of expression, and refect on how their own behavior shapes cross-neurotype interactions through 

967 feedback-driven, LLM-powered conversational simulations. In a user study with 12 neurotypical participants, we fnd 
968 that NeuroBridge improved their understanding of how autistic people may interpret language diferently, with all 
969 describing autism as a social diference that “needs understanding by others” after completing the simulation. Partici-

971 
pants valued the simulation’s personalized, interactive format and described AI-generated feedback as "constructive", 

972 "logical" and "non-judgmental". To conclude, we discuss implications for disability representation in AI, the need and 
973 opportunities for making NeuroBridge more personalized, and the limitations of LLMs in modeling complex social 
974 scenarios. 
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A SIMULATION FLOWS 
1146 

1147 Interaction fows for the fgurative expression, emoji with variable interpretations, and being misperceived as blunt 
1148 scenarios are presented below. The interaction fow for the indirect speech acts scenario is discussed in Section 3.2 and 
1149 Figures 4 and 5. 
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1152 A.1 Figurative Expression 
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1191 
Fig. 8. Feedback afer sending the incorrect message option in the figurative language scenario. (1) shows the original message the 1192 
user typed in; (2) shows the three message options generated and the user’s choice; and (3) shows the AI character’s response to that 

1193 
message and the feedback received. 

1194 

1196 
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24 Anon. 

A.2 Emoji with Variable Interpretation 

Fig. 9. Feedback afer sending the incorrect message option in the ambiguous emoji scenario. (1) shows the original message the user 
typed in; (2) shows the three message options generated and the user’s choice; and (3) shows the AI character’s response to that 
message and the feedback received. 
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1249 A.3 Misperceived As Blunt 

1251 

1252 

1253 

1254 

1256 

1257 

1258 

1259 

1261 

1262 

1263 

1264 

1266 

1267 

1268 

1269 

1271 

1272 

1273 

1274 

1276 

1277 

1278 

1279 

1281 

1282 

1283 

1284 

1286 

1287 

1288 

1289 

1291 Fig. 10. Feedback afer sending the incorrect message option in the blunt misinterpretation scenario. (1) shows the AI character’s 
1292 blunt message and the original message the user typed in; (2) shows the three message options generated and the user’s choice; and 
1293 (3) shows the AI character’s response to that message and the feedback received. 
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